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The rapid evolution of large language models (LLMs) has been 
marked by an exponential increase in their size, where models 
with tens of billions of parameters enhance their capabilities 
but also place ever greater demands on memory. These 
models rely on enormous data sets to learn and make 
predictions, and this need requires significant memory 
capacity and bandwidth to effectively process the sheer 
volume of information. These demands are particularly 
pronounced during the inference phase, presenting a complex 
challenge for deployment on platforms with resource 
constraints. Consequently, as LLMs continue to grow, the need 
for advanced memory technologies has become key to 
unlocking the enormous potential of AI inference. Micron’s 
innovative portfolio of high-bandwidth memory (HBM) 
products provides an effective solution to LLM inference 
challenges. 

This report includes an analysis of LLM inference performance 
on the NVIDIA HGX H100 platform using HBM, aiming to 
benchmark HBM’s effectiveness in handling the intense 
computational demands of LLMs. The testing details — which 
include system configurations, optimization techniques and 
performance metrics — are documented to educate readers 
and offer insight into the efficiency and capabilities of high-
bandwidth memory in real-world AI applications. The results 
serve as a valuable resource for system architects and 
stakeholders, guiding them in making informed decisions for 
the design, deployment and procurement of memory solutions 
optimized for AI workloads. 

 
a. Comparing total throughout measured in tokens per second at two HBM clock speeds, 1593 and 

2619 MHz. Measurements taken on the NVIDIA HGX H100 platform. 
b. Llama 2 70B in FP16 precision requires 140GB of HBM3 capacity to hold the model weights. 

H200 has 6 HBM sites while H100 has 5 HBM sites. 
c. Context length is the user input plus the total number of generated tokens. 

  

Key takeaways 

>20% 
21% increase in total throughput with different 
HBM clock speeds for higher batch sizesa 

Micron HBM3E increases the total bandwidth by >40% in 
H200 compared to H100, further enhancing the 
inference throughput. 

~80% 
Higher precision (FP16) and accuracy with 80% more 
HBM capacity 
The Llama 2 70B model quantized to FP16 requires more 
HBM capacity than is available from H100 GPUs (80GB 
per GPU). Using Micron’s HBM3E with Hopper H200 
(141GB) results in an ~80% increase in HBM capacity. 
Compared to Hopper H100 GPU, this meets the model 
requirements.b 

>256 
Larger batch sizes that are greater than 256 with 
Micron HBM3E 24GB 
Micron 24GB-36GB HBM3E increases per- placement 
capacity by 50% and addresses high-capacity needs of 
LLMs for higher batch sizes and context length.c 

~3x 
More throughput for an INT4- quantized model 
over the execution of an FP16 model offloaded to 
CPU 
Higher batch sizes require more HBM capacity and 
proportionally increase the throughput. Furthermore, 
using a quantized model that requires less memory 
capacity means that more clients can be served 
simultaneously. Micron HBM3E’s higher capacity enables 
larger context length and batch sizes. 
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LLM inference explained 
When a user prompts an LLM, by either asking a question or typing a phrase, it processes this information and then 
outputs a response. This entire process, from receiving the input to generating an output, is called inference. Basically, 
an LLM can be considered a highly knowledgeable source that delivers a comprehensive response to user queries. 
Additionally, the model can request more details to improve the response, further tailoring the output to a user’s 
specific needs. 

One way to measure inference performance is by a model’s total throughput, which indicates how much work the LLM 
can do in a certain amount of time. Specifically, it’s about how many tokens (pieces of text, which can be words or 
parts of words) the model can process per second. Latency, which is how long it takes the model to respond to input, 
can also be used to measure performance. However, for this report, we focus only on the throughput of the LLM. 

Higher throughput often means faster inference times, but not always. A higher throughput allows the model to 
process more requests, and handling numerous requests quickly is critical for applications that require real-time 
responses or manage a large volume of requests. Sometimes higher throughput can be achieved but at the expense 
of higher latency (or time to first token). In that case, performance is sacrificed in one area to elevate it in another. 
Additionally, to speed up the inference, tensors can be stored in memory as cache but at the expense of the HBM 
capacity requirement. This cache increases as a function of the number of requests and their size.  

For LLMs to achieve high performance, especially on platforms with finite resources, they must have memory solutions 
that can accommodate the enormous parameter sets of LLMs (often in the tens of billions) and the cache created, as 
performance relies heavily on the hardware used and the optimizations applied (such as the type of model 
quantization). In this context, advancements in memory technology are key to enabling LLMs to operate efficiently and 
effectively, ensuring that the strides made in LLM architectures and graphics processing unit (GPU) capabilities 
translate into outstanding performance outcomes for real-world inference applications across many industries, 
including health sciences, education and gaming. 

How LLMs generate tokens 
The transformer architecture [1]d has revolutionized LLMs by enabling highly parallel training, thanks to its sequence 
parallelism feature. However, inference presents a greater challenge due to the autoregressive nature of the process. 
The term “autoregressive” simply means that the computation of each token depends on the previous tokens 
generated. This sequential dependency complicates the parallelization of this process. LLMs generate responses 
using a two-step process: 

• Prefill phase: Tokens from the input prompt are processed in parallel. Usually, this phase is dependent on the GPU 
(where processing power is measured in floating-point operations per second, or FLOPs). 

• Decoding phase: Output tokens are predicted sequentially in an autoregressive manner. Each newly predicted 
token is appended to the input sequence and reintroduced to the model to generate the next token. This phase is 
memory-bound, meaning that it is highly dependent on both memory capacity and bandwidth. 

 

 

 

 

 

 

 

 

 
d. Numbers in square brackets refer to source documents, which are found in the References section at the end of this report. 
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Figure 1: Inference workflow with prefill and decoding phases 

This two-step process is illustrated in 
Figure 1. The process initiates with an 
input or prompt (in this case, The moral 
of). 

During the prefill phase, the model 
processes the input and outputs the 
initial token (in our example below, 
Snow). 

This token is then appended to the 
input, and the decoding phase 
commences, sequentially generating 
tokens. 

This phase continues until the model 
either predicts a predetermined number 
of tokens (output length) or encounters 
an end-of-sequence token, denoted as 
<End> [2]. 

Challenges for generative inference 
The process of generative inference presents several challenges: 

• Model parameter size: Parameters are large enough to fit on a single GPU. For example, the Llama 2 70B model [4] 
requires approximately 140GB of HBM capacity per GPU to accommodate the model weights in half precision 
(FP16). This requirement exceeds the memory capacity of the Hopper H100 GPU. 

• Attention mechanism computation: The cost to compute the attention mechanism scales quadratically with the 
length of the sequence. Mathematically, if N represents the sequence length, the computational cost can be 
expressed as N2. 

• Key and value tensor storage: During the decoding phase, the key and value tensors — also referred to as the KV 
cache — must be stored in memory. The size of the KV cache increases with larger batch sizes and greater context 
lengths. For instance, for a multi-head attention model with more than 500 billion parameters, a batch size of 512 
and a context length of 2048, the KV cache can reach a total of 3TB [5]. 

These factors contribute to the complexity of generative inference, necessitating advanced hardware and optimized 
algorithms to efficiently manage resources and computation. 

On top of the capacity constraint, this enormous amount of data (for example, 3TB) generates significant overhead 
when dealing with the tensors. For smaller batch sizes and shorter sequence lengths, the key concern is the time 
required to load the model. Conversely, for larger batch sizes and longer sequence lengths, the loading of the KV 
cache dominates. Operating large models at large batch sizes is essential for optimizing cost and performance. 
However, this approach necessitates a larger KV cache, which consequently requires a greater number of GPUs to 
execute the model. 
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Different approaches to inference 
The inference process is fundamentally constrained by the GPU’s memory capacity [2]. To address this limitation, 
several strategies have been devised to mitigate memory constraints, particularly to speed up the decoding phase or 
target to local deployments and consumer-grade devices. The following methods can accelerate inference or reduce 
costs: 

• Smart parallelism: This method involves distributing the model across multiple GPUs to scale up the model’s 
capabilities [6][8]. 

• Model offloading: This technique sends inactive data to the CPU and/or NVMe storage and reads it back as needed 
[6][7][8]. 

• Smart batching: This approach consolidates consecutive requests to fully utilize both high-bandwidth memory and 
GPU resources [9][10]. 

• Improved model architecture: This strategy includes making changes to the model’s architecture, such as 
optimizing attention layers to speed up the decoding phase [3][10][11]. 

• Compression: Techniques like pruning [12], distillation [13] and quantization [14][15][16] are applied to reduce the 
model requirements (high-bandwidth memory and processing). 

Microsoft’s DeepSpeed library [17][18] implements several improvements for the training and inference of LLMs. Its 
ZeRO-Inference [6] feature adapts and optimizes the previous ZeRO-Infinity techniques for model inference run on 
GPUs by hosting the model weights in CPU or NVMe memory, effectively hosting no (zero) weights in the GPU. 

This feature works by anchoring the entire model weights in CPU or NVMe storage and streaming the weights layer by 
layer into the GPU for inference computation. Once a layer is computed, the outputs are retained in GPU memory to 
serve as inputs for the subsequent layer, while the memory used by the layer weights is freed for use by the next layer. 

This method ensures efficient computation for throughput-oriented inference tasks — despite the latency associated 
with fetching model weights from the CPU or NVMe storage over PCIe interconnect — because it can use the majority 
of GPU memory to support a substantial number of input tokens in the form of long sequences or large batch sizes. 
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Figure 2 shows three types of attention mechanisms [3] often used to address challenges to generative inference. 

 
Figure 2: Three types of attention mechanisms often implemented by LLM models 

Includes N heads for query, key and 
values 

Shares single key and value heads for a 
group of queries 

Shares single key and value heads across 
all queries 

Multi-head attention 

N heads for query, key and values 

Instead of using a single function for keys, values and queries, the transformer model uses multi-head attention [1], 
which projects keys, values and queries H times with different learned linear projections. On each projected version of 
the keys, values and queries, the attention function is executed in parallel and then appended to project the result. 
Multi-head attention allows the model to jointly attend to information from different representation subspaces at 
different positions. However, this mechanism requires loading decoder weights and attention keys and values at each 
processing step, leading to significant memory consumption. 

Grouped-query attention 

Single key and value heads for a group of queries 

In general, grouped-query attention [3] introduces a structure that divides query heads into G groups, with each 
group sharing a single key and value head. This method strikes a balance between optimizing performance and 
maintaining the quality associated with multi-head attention. Grouped-query attention with a single group (a single key 
and value head) is equivalent to a multi-query approach. Conversely, when each group equals the number of heads, it 
mirrors multi-head attention. 

Multi-query attention 

Single key and value heads across all queries 

A variant of multi-head attention is multi-query attention [20], where multiple query heads share a single set of keys 
and values. This approach significantly reduces memory bandwidth and capacity requirements, enhancing decoder 
inference speed. However, this approach may result in some loss of quality and training stability. 
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In comparison to multi-head attention, multi-query attention reduces the KV cache to a single key and value head, 
decreasing the amount of data loaded by a factor of H [3]. On the other hand, as the number of heads generally scales 
with model size, grouped-query attention maintains a proportional decrease in bandwidth and capacity as the model 
size grows. 

System setup 
To analyze the inference performance of the select LLM model and its impact on HBM, testing and validation were 
carried out on a single NVIDIA HGX H100 box (manufactured by Supermicro). Tables 1 and 2 detail the GPU and host 
configuration of the system under test (SUT), while Figure 3 illustrates the system architecture. Note that HGX is used 
as shorthand in the sections that follow. 

SUT GPU configuration 

Model NVIDIA H100 

Form factor 8x NVIDIA H100 SXM 

HPC and AI compute 
(FP64/TF32/FP16/FP8/INT8) 

535TF/8PF/16PF/32PF/32POPS 

GPU max frequency 1980 MHz 

Memory max frequency 2619 MHz 

Memory Capacity 640GB, where each H100 GPU 
has 80GB of HBM3 memory 

NVSwitch GPU-to-GPU 
bandwidth 

900 GB/s 

Total aggregate HBM 
bandwidth 

27 TB/s (approximation) 

GPU Max Operating Temp 87 C 

GPU Shutdown Temp 92 C 

Memory Max Operating Temp 95 C 

Power Limit 700W 

Table 1. GPU configuration of the system under test 

SUT host configuration 

Model 2x Intel® Xeon® Platinum 8468 

Core(s) per 
socket 

48 

Socket(s) 2 

CPU max 
frequency 

2101 MHz 

L3 Cache 120 MiB 

Memory type 32x Micron 64GB DDR5 RDIMMs 

Total Memory 
Capacity 

2TB 

Memory speed 4400 MT/s 

DIMMs/Channel 2 DIMMs per channel / 16 channels 

Operating 
system 

Ubuntu 20.04 (Kernel 5.4.0) 

Table 2. Host configuration of the system under test 
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Figure 3: System architecture of NVIDIA HGX H100 

Methodology 
We conducted several inference experiments on the GPU using the Llama 2 70B model developed by Meta [4]. For 
our experiment, we applied the ZeRO-Inference strategy (from the DeepSpeed library) to analyze the performance 
when the model weights are quantized (FP16 to INT4). In addition to quantizing the model weights, we optionally 
offloaded the model weights (if the model failed) to the CPU DRAM memory subsystem to free up space for larger 
batch sizes and longer context length. Throughout these experiments, the KV cache remained on the GPU HBM and 
the input prompt was fixed at 512 tokens, meaning that the total context length was the sum of the input prompt and 
the tokens generated for output. 

Moreover, we measured the impact of HBM clock speed on inference throughput and carried out a practical analysis 
of the number of concurrent clients supported on a single GPU for a different number of generated output tokens. 

As mentioned above, we used the Llama 2 70B model for our experiments. Llama 2 [4] is an updated version of the 
first Llama [19] release from Meta. It’s a collection of models that ranges from 7 billion to 70 billion parameters that are 
pretrained on a new mix of publicly available data. The dataset size is 40% larger than the dataset used on the first 
version of the model. Among the key architectural changes of this family of models are an increase in the context 
length and adoption of grouped-query attention [3]. Figure 2 depicts the distinct attention methods, including the 
grouped-query attention method employed by Llama 2 models to address memory bandwidth challenges during the 
decoding stage. 
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Detailed results 
CPU offload analysis 
This section presents the performance results for inference when running the Llama 2 70B model in configurations 
that varied GPU count, model precision type (INT4 or FP16) and CPU offload (enabled or not enabled). 

• Throughput as a function of the number of output tokens 

• Throughput as a function of the batch size with KV cache stored on the GPU HBM 

 

Throughput as a function of number of output tokens 
Figure 4 shows the total inference throughput for the Llama 2 70B model across different configurations of output 
tokens, batch size, model precision and number of GPUs. The results are separated on the figure into different panels 
(or columns), each of which represents a different number of GPUs and batch size. We can correlate the batch size to 
the number of concurrent clients or requests that the server can support at one given time. Figure 4 also shows the 
performance of each scenario when the model weights are or are not offloaded to the CPU DRAM memory subsystem, 
thus reducing the required GPU resources. Recall that offloading is slowed down by the PCIe interconnect, which 
results in high inference latency [2]. However, offloading enables GPUs with lower HBM capacity to run inference 
beyond their limits. 

 
Figure 4: Inference throughput of Llama 2 70B as a function of the number of output tokens 

  



 

 

 

9 
 

ENGINEERING REPORT – LARGE LANGUAGE MODEL INFERENCE    

Here are brief explanations of our findings: 

• Batch size 16: When using a batch size of 16, a single GPU can run the model entirely on GPU HBM without the 
need for offloading. However, quantizing the model to INT4 is necessary because it fails when running at FP16 
precision. When the model is deployed across two or four GPUs, it supports both quantization methods (INT4 
and FP16), and the throughput remains comparable to that of a single GPU. Moreover, increasing the number 
of output tokens does not yield higher throughput. When using CPU offload, a single GPU can run the model 
in FP16. The drawback is that the throughput is low across all executions. 

• Batch size 64: For a batch size of 64, we observe a nearly linear increase in throughput when the model 
executes entirely on the GPU HBM. With two GPUs, we can no longer run the model in FP16 as the model size 
and KV cache exceed the GPU HBM capacity. However, using INT4, we can output more tokens than we can 
with a single GPU. With CPU offload, we have a small increase in throughput and an improvement of INT4 over 
FP16 in all scenarios. 

• Batch size 256: Due to HBM capacity limitations, only a reduced number of GPUs (fewer than four) can 
execute the model when it’s quantized to INT4 as the batch size increases. If we attempt to run a single GPU 
inference with an increased number of output tokens and batch size, even with a model quantized to INT4, the 
process fails. Without offloading, using up to two GPUs for a batch size of 256 results in failure for both INT4 
and FP16. 

To summarize, our results show that INT4 quantization consistently demonstrates higher performance compared to 
FP16 when the model weights are offloaded to the CPU. However, this performance advantage is not evident when the 
model runs entirely on the GPU HBM. This outcome is primarily because the H100 GPUs are designed to optimize the 
performance of FP16 data processing. 

Secondly, HBM speed is fast enough to keep the GPU busy while transferring the data, even in higher precision. Even 
though CPU offload allows fewer GPUs to execute the model in FP16 precision using higher batch sizes, it fails when 
the KV cache requirement is big enough to exceed the HBM capacity of a single GPU in the system. Increasing the 
batch size also yields proportional performance improvements on throughput (almost linearly) more than increasing 
the number of output tokens (autoregressive nature). 
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Throughput as a function of the batch size, holding output tokens 
constant 
Figure 5 presents the results of the total inference throughput for the Llama 2 70B model. In this experiment, we held 
the number of output tokens constant at 512 while varying the batch size, model precision, number of GPUs and use of 
offloading. Also, for this analysis the KV cache is stored on the GPU HBM. 

 
Figure 5: Inference throughput of Llama 2 70B as a function of the batch size 

Consistent with Figure 4, Figure 5 shows that the batch size (shown on the x-axis) has a significant impact on 
throughput. When running with a lower number of GPUs (one GPU and two GPUs), even with model quantization, 
inference fails at larger batch sizes (in this case, 256) because the KV cache grows beyond the available HBM 
capacity. 

A notable observation is that reducing resources by 50% (from four GPUs down to two GPUs), along with quantizing 
the model to INT4 precision, results in comparable performance at a batch size of 16, even without offloading the 
model weights to the CPU DRAM subsystem. Conversely, fewer GPUs fail to execute larger batch sizes. Also, when 
offloading is enabled, INT4 has three times greater performance than that of FP16, as shown in the panel using four 
GPUs. 
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Effects of varying HBM clock speed 
For this experiment, we varied the HBM clock speed to evaluate its effect on inference throughput. As depicted in 
Figure 6, the throughput across four GPUs is presented as a function of both batch size and HBM clock speed. Each 
panel shows the result of using a different number of output tokens (denoted on the right) and type of model 
precision (listed at the top). 

During this experiment, our intent was to solely observe the impact of varying HBM speed on inference performance. 
Thus, no offloading was used, and all model weights were loaded to the GPU HBM. 

 
Figure 6: Inference throughput for Llama 2 70B on four GPUs as a function of the batch size 

We can observe that, for both model precisions, INT4 and FP16, lower batch sizes do not highlight the difference 
between HBM clock speeds, as both clock speeds have similar performance. On the other hand, an increase in the 
batch size increases the observable performance difference between both clock speeds (1593 and 2619 MHz) up to 
21%. This occurs because the GPU performs more computation and more data movement at higher batch sizes, which 
necessitates more HBM bandwidth to keep the GPU busy. Thus, the difference between both clock speeds is more 
notable. 

Larger batch sizes also emphasize the difference between INT4 and FP16. INT4 precision allows the system to execute 
larger batch sizes compared to FP16, therefore achieving higher performance. However, the HBM capacity constraints 
limit the combinations of batch size and output tokens that the system can run, further restricting our analysis. 
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Analysis of concurrent clients 
We also analyzed the highest combination of batch size and context length that we could run on a single NVIDIA HGX 
H100 system using the Llama 2 70B model, quantized to INT4. To enable the model to run entirely on the HBM 
capacity of a single GPU and at larger batch sizes, we quantized the model down. 

We correlated the batch size to the number of concurrent clients a server could handle, assuming each client issued a 
single request of N context length tokens, and the requests were batched. The context length itself is a sum of the 
user’s input (prompt) and the number of output tokens. For this analysis, we varied the output tokens but kept the 
prompt constant at 512 tokens. 

 
Figure 7: Total throughput for one H100 80GB GPU as a function of the batch size for Llama 2 70B quantized to INT4. 

Figure 7 presents the total throughput achieved on a single GPU as a function of the batch size. The findings indicate 
that a single GPU can run 48 concurrent clients with a context length of 1024 tokens (comprising a prompt of 512 
tokens and an equal number of output tokens). When the context length is doubled to 2048 tokens (a prompt of 512 
tokens plus 1536 output tokens), the throughput increases only slightly. However, as a side effect, the number of 
concurrent clients (or batch size) is reduced by half (here, 24). Doubling the client count results in a nearly linear 
improvement (approximately two times) in throughput, while increasing the context length reduces the throughput 
proportionate to the reduction of clients. 
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Conclusion 
LLMs have shown exceptional proficiency on a range of downstream tasks in natural language processing such as text 
classification and sentiment analysis, where progress has largely been driven by the adoption of the transformer 
architecture and innovations in GPU technology. 

Yet, the computational demands of inference for these ever-expanding models are expensive, primarily due to the 
model’s substantial capacity requirements and the memory bandwidth overhead incurred during parameter loading 
and KV cache operations in the decode phase. Addressing these challenges requires continued advancements in 
memory technologies to fully realize the enormous potential of LLMs. Micron’s innovative memory portfolio of high 
bandwidth and high capacity products, especially HBM3E, emerges as a compelling solution for these demands of 
LLMs and AI workloads. 

With enhancements to the stacked architecture, higher bandwidth, higher capacity and improved power efficiency 
(performance per watt) over these same features in previous generations, HBM3E is key to meeting the demands of 
modern GPUs and the AI workloads they power. Micron’s memory products play an important role in elevating the 
performance of both GPUs and LLMs, helping to more fully harness the power of AI in our everyday lives. 
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